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ABSTRACT

We present a new benchmark task for graph-based machine learn-
ing, aiming to predict future air quality (PM2.5 concentration) ob-
served by a geographically distributed network of environmental
sensors. While prior work has successfully applied Graph Neural
Networks (GNNs) on a wide family of spatio-temporal prediction
tasks, the new benchmark task introduced here brings a techni-
cal challenge that has been less studied in the context of graph-
based spatio-temporal learning: distribution shift across a long
period of time. An important goal of this paper is to understand
the behaviour of spatio-temporal GNNs under distribution shift. To
achieve this goal, we conduct a comprehensive comparative study
of both graph-based and non-graph-based machine learning models
on the proposed benchmark task. To single out the influence of
distribution shift on the model performances, we design two data
split settings for control experiments. The first setting splits the
data naturally by the order of time, while the second setting assigns
all the time stamps randomly into training, validation, and test sets,
which removes the effect of distribution shift. Our empirical results
suggest that GNN models tend to suffer more from distribution
shift compared to non-graph-based models, which calls for special
attention when deploying spatio-temporal GNNs in practice.
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1 INTRODUCTION

Graph Neural Networks (GNNs) have achieved great success in
utilizing neighboring information to generate hidden representa-
tions. Because of the ubiquity of graph-structured data, GNNs have
been applied to many fields, ranging from social network analysis,
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protein interaction prediction, and paper citation analysis. At the
meantime, various GNNs have been developed to meet different
needs [7, 10, 11, 18, 22]. In the past three years, GNNs have been
integrated with prediction models designed for spatial data or time
series data, such as CNN and LSTM, to provide the spatial and tem-
poral aggregation capability and facilitate various spatial-temporal
prediction tasks. Promising results are reported in multiple domains,
such as traffic flow prediction and action prediction [14, 23, 25].

In this paper, we present a new air quality forecasting dataset as
a novel benchmark task for graph-based spatio-temporal learning.
In particular, the air pollutant in our dataset is fine Particulate
Matter which has diameters of 2.5 microns or less (PM2.5). Air
pollutant data are often collected from environmental sensors or
monitoring stations distributed geographically. At each station, the
data is represented as a time series. Thus the air pollutant data
collected by a monitoring network (e.g., various locations in a city
or a state) are naturally spatial-temporal data.

A key feature of this dataset is that the prediction targets have
distribution shift across a long period of time, which is a property
commonly associated with time-series data. In the case of air quality,
the distribution of air pollutant level can be affected by many factors,
such as seasonal change, climate change, or social events, etc., and
it is difficult to model all such factors through domain knowledge
a priori. Therefore, it is important to examine the robustness of
temporal prediction models under distribution shift.

In this work, we empirically evaluate the recently developed
spatio-temporal GNNs under distribution shift. We deliberately de-
sign two data split settings to investigate the influence of distribu-
tion shift. In the first setting, we split data into training, validation,
and test sets by the order of time, which is a common practice
when dealing with time-series data. In the second setting, as a con-
trol setup, we randomly split all the time stamps into the three
sets regardless of the time order. In this way, we largely remove
the distribution shift effect between training and test sets. Our
experiment results demonstrate that, in general, the tested spatio-
temporal GNNs outperform non-graph-based machine learning
methods in the second setting but underperform non-graph-based
machine learning methods in the first setting. This phenomenon
calls for a special attention to the concern of distribution shift in
the deployment of spatio-temporal GNNs.

2 RELATED WORK

In this section, we introduce the related work for spatial-temporal
GNNs, PM2.5 prediction, and the existing benchmark datasets for
spatio-temporal GNNs.

Spatial-temporal GNNs integrate graph convolution to cap-
ture spatial relations with a time series model, such as RNNs or CNN.
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Graph Convolution Recurrent Network (GCRN) [17] combines
ChebNet [3] with LSTM. Difussion Convolution RNN (DCRNN) [13]
uses a random walk on the graph to capture spatial diffusion process
and embeds it in a GRU model. Spatial-Temporal GCN (STGCN) [25]
constructs spatial-temporal blocks by stacking graph convolution
and 1D-CNNs. Attention based STGCN (ASTGCN) [6] integrated
attetion mechanism both to the spatial and temporal layers. GCRN
applied on the image data, while the other models are targeted for
traffic prediction.

PM2.5 prediction can be roughly categorized into two approaches:

simulation-based methods and data-driven methods. Simulation-
based methods, such as CMAQ [5], WRF/CAM [2], and NAQPMS
[20], use the knowledge of atmosphere physics and chemical dy-
namics to get a spatial distribution for air pollutants.

For the data-driven approach, PM2.5 forecasting has two main
streams: classical statistical models and machine learning models.
Classical statistical methods, represented by ARIMA [21], Kalman
Filtering [9], and GTWR [8], have strong assumptions on the data
which are often violated by PM2.5 data. Classic Machine learning
methods like CNN, RNN and its varation LSTM are adopted partic-
ularly for the time series prediction thus are often used on the task
of PM2.5 prediction when no spatial dependencies are considered
[4, 12]. Recently, there are a few works that apply GNNs to PM2.5
predictions [15, 16, 19, 24, 26]. But their focuses are improving
PM2.5 predictions with domain knowledge. This work, instead, fo-
cuses on using a PM2.5 benchmark dataset to examine the influence
of distribution shift on spatio-temporal GNNs.
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Figure 1: The graph structured data. Each node is a moni-
toring station. Each slice is a slice in time, X; stands for the
features at time ¢, and Y.,.7 is the label. This collection of
blue slices is the features for a sample, and the orange slice
is the label for a sample.

3 THE PM2.5 FORECASTING BENCHMARK

In this section, we introduce the PM2.5 Forecasting Benchmark,
including a formal formulation of PM2.5 forecasting as a prediction
problem, the dataset description, and an exploratory analysis.
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3.1 Problem Formulation

The goal of PM2.5 forecasting is to use the observed air quality
records, meteorological data (e.g. temperature, humidity, and wind
levels), and other environmental data from N monitoring stations
to forecast the future air PM2.5 concentrations across the area of
interest. The monitoring-station network can be presented as an
undirected graph G = (V, E, A). V is the set of nodes (i.e. monitor-
ing stations), and |V| = N. E is the set of edges, and A is a weighted
adjacency matrix: A € RN*N | which is built based on geographical
proximity and/or historical correlations between monitoring sta-
tions. We assume the monitoring stations record the air quality and
other meteorological data at regular time intervals, e.g. every hour.
Then at any recorded time stamp ¢, we have X; € RN*F where F
is the number of features extracted from the recordings, and the
PM2.5 concentration Y; € RN. A visualization of the data structure
is provided in Figure 1. Note that what we call a sample refers to
the data (of all stations) associated with a certain time stamp.

At any time point ¢, given the past 7 observations of PM2.5
concentrations and meteorological data at all stations and the
monitoring-station network information G(V, E, A), the goal is to
forecast the most likely PM2.5 concentration Yz, at the future time
point ¢ + T through a predicting function A(-), i.e.,

h)
[ Xe—z41, 0 Xt 5G] — Vi1, ¢y
—_—

past 7 observations

3.1.1 Graph Construction. Viewing the monitoring stations as
nodes of the graph, we want to link two stations if the information
from the other station would help the underlying station in the
prediction. Considering this, the adjacency matrix A can be con-
structed through the geographical proximity and historical PM2.5
concentration correlations.

By geographical proximity. The weighted adjacency matrix
can be computed based on the distances between monitoring sta-
tions. The elements of A could be formed using the Gaussian kernel,

d?. d?.
Ay = exp (—U—g),iijand exp (—0—'2’) >e€ ’ @
0, otherwise

where A;j is the weight of edge E;j. o is the standard deviation
of the Gaussian kernel, and € is a threshold that controls graph
sparsity.

By historical correlation. The distances between stations some-
times could not correctly reflect the similarity of their PM2.5 concen-
trations. Exceptions may occur due external geographical features
around and in-between two stations, e.g. the terrain. Avoiding this
issue, an alternative graph construction approach could utilize the
correlation of the historical PM2.5 concentration among stations.
A similar graph construction method is used in a bike flow predic-
tion [1]. In this case, the elements of A could be formed as,
corrij, i # jand corri; > n
Aij = { 0, otflerwise ’ ’ )
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where A;; is the weight of edge E;;. corr;; is the historical correla-
tion of PM2.5 concentration between station i and j, and 7 is the
threshold that controls graph sparsity.

3.2 Dataset Description

The dataset we use is gathered from a major city in Northern China.
There are 534 monitoring stations in or around the city. At each
station, five features, namely PM2.5, temperature, humidity, wind
level, and wind direction are recorded from sensor readings auto-
matically every hour. The geographical location is also associated
with each stations. The time span for the dataset is from Septem-
ber 1st, 2018 to December 1st, 2018. We acknowledged that the
short time period is a limitation of this dataset. However, the short
time span amplifies the distribution shift phenomenon which raises
problems on the prediction task applying graph based deep models.

In data prepossessing, we filter out the stations that have more
than 30% missing values and there are 415 stations left. Then the
missing values are filled by linear interpolation.

For the prediction task, we use observations in the past 24 hours
to predict PM2.5 concentration one day ahead for every station, i.e.,
setting 7 = 24 and T = 24 in Eq. (1).

Two split settings. We split the dataset into training, validation,
and test sets with a proportion 6: 2: 2 under two settings: split-by-
time or random-split. The split-by-time setting is what normally
used in time series prediction, which segments the dataset with
two split points in the time horizon. Under this setting, the train-
ing, validation, and test sets cover disjoint time intervals, and the
distribution shift problem presents. The random-split setting, on
the other hand, shuffles the samples (of different time stamps) and
randomly split them into training, validatio, and test sets. Under
this setting, the samples can be viewed as independently and iden-
tically distributed (i.i.d.). And thus the distribution shift problem
among training, validation and test datasets is largely eliminated.

The adjacency matrix is constructed as an average between
the adjacency matrices constructed using geographical proximity
(Eq. (2)) and historical PM2.5 concentration correlations (Eq. (3))
from all the training samples under the specific training split.

3.3 Exploratory Analysis

We visualize the distribution shift under the split-by-time setting
in Figure 2. The upper figure demonstrates the hourly PM2.5 con-
centration value averaged over all stations, which clearly shows a
non-stationary pattern over time. The lower figure further visual-
izes the histograms of the labels in the training, validation, and test
sets, which directly reflects the distribution shift.

4 BENCHMARK EXPERIMENTS

In this section, we present the benchmark experiments on both
graph-based and non-graph-based machine learning models.

4.1 Prediction Models

We compare a wide portfolio of prediction models on this new
benchmark dataset:
o Naive: Naive model simply uses the current observations as
the predictions one day ahead.
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Figure 2: (Under the setting of split by time) The temporal
changes which causes distribution shift in training, valida-
tion and test datasets. The season changes from fall to win-
ter, and PM2.5 diffusion dynamic could change simultane-
ously. From the top figure, we see that in validation and test
sets, there are several abrupt changes which rarely appear
in the training set. From the bottom figure, we see due to
the season change, PM2.5 levels are distributed differently
in training, validation, and test.

e LR: Linear regression.

o ARIMA: Autoregressive Integrated Moving Average. In this
case, since ARIMA can only predict one time step ahead, we
use it recursively to get the T steps ahead estimate.

e MLP: Multilayer Perceptron of 2 layers with RELU activa-
tions. MLP considers each station separately. Therefore the
graph structure is not used.

e GCNJ[10]: Graph Convolutional Neural Network with spec-
tral graph kernel with 2 layers. The graph convolution is
expected to aggregate spatial information.

e STGCN][25]: Spatial-Temporal Graph Convolutional Net-
work, which is originally designed for traffic prediction. The
graph convolution could aggregate spatial dependencies and
is embedded in a 1-D CNN model.

e Temporal: Same model structure as STGCN but without
graph convolutions. We feed an adjacency matrix of all zeros
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to the STGCN, whcih means we consider all the stations are
independent in prediction. Here, Temporal model serves as
a comparison for STCGN.

o ASTGCN(6]: Attention Based Spatial-Temporal Graph Con-
volution Network, which combines both spatial attention
and temporal attention mechanisms to better capture the
spatial-temporal characteristics for data.

For all the non-temporal models, concatenation of the features of
the past 24 hours are used as the input.

4.2 Experiment Setup

Under both the split-by-time setting and the random-split setting,
each prediction model is trained on the training set, with hyperpa-
rameters tuned on the validation set, then tested on the held-out
test set.

Since we have a regression problem, the metric we use to evaluate
different models performance is RMSE (Root Mean Squared Error),
ie.,

1 N n 2
RMSE = | — 3" 3" (Yo = e
s=1t=1
where Yy, is the predicted PM2.5 concentration at station s at time
t, and Yy; is its corresponding actual observation. The lower RMSE,
the better model performance.

4.3 Experiment Results

Under the random-split setting. The results under the random-
split setting are shown in Table 1. We first observe that STGCN and
GCN outperform their non-graph-based counterparts, Temporal
and MLP, respectively. In particular, the advantage of GCN over
MLP is considerably large. STGCN also gives the best performance
among all models. In this case, the use of the graph information
seems to be a useful addition to the PM2.5 prediction task.

In addition, we observe that the RMSE scores across the training,

validation, and test sets for each model are relatively consistent,
indicating the training and validation errors are good estimates of
the test error.
Under the split-by-time setting. The results of the split-by-time
setting are shown in Table 2. Contrary to the results under the
random-split setting, we observe that the RMSE scores across the
training, validation, and test sets for each model are drastically
different, which is probably due to the effect of distribution shift.
Further, a key observation is that the graph-based machine learn-
ing models generally underperform their non-graph-based coun-
terparts, indicating the graph-based models suffer more from the
distribution shift.

4.4 Discussions

In this section, we provide a (unverified) conjecture further explain-
ing the experiment results as well as some relevant discussions.
One conjecture of why graph-based machine learning models
suffer more from the distribution shift is that, unlike other graph
structured data such as social networks, the adjacency matrix of
monitoring stations are (partly) constructed from the historical data.
When there is a distribution shift, the underlying pattern of the
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Table 1: RMSE scores of different models under the random-
split setting.

Model | Training | Validation | Test
Naive 0.701 0.695 0.700
LR 0.570 0.569 0.568
ARIMA 0.869 0.865 0.864
MLP 0.522 0.522 0.521
GCN 0.418 0.495 0.487
STGCN 0.274 0.308 0.304
Temporal 0.284 0.315 0.313
ASTGCN 0.211 0.323 0.344

Table 2: RMSE scores of different models under the split-by-
time setting,.

Model | Training | Validation | Test
Naive 0.656 0.781 0.702
LR 0.524 0.679 0.623
ARIMA 0.855 0.965 0.968
MLP 0.510 0.659 0.598
GCN 0.372 0.709 0.737
STGCN 0.496 0.700 0.812
Temporal 0.488 0.701 0.807
ASTGCN 0.401 0.626 0.680

graph that was used to be helpful in the predictions also changes,
which makes the graph-based machine learning models worse than
the non-graph-based models. In other words, the graph built from
historical data may not be reliable any more for future uses and
could give negative disturbance if there is a shift in the greater
environment.

Recently, the type of graph used for PM2.5 prediction has been
expanded from undirected static graph to the directed dynamic
graph[19, 26] . This use of learnable dynamic graph could be more
adapted to the outer changes and thus retains its positive benefits to
the prediction if the pattern changes could be captured exhaustly by
the dynamic model. Yet, as mentioned above, these fancier models
require expertise knowledge as well as extensive data from various
domains. There is still a lack of study on the mitigation from the
“failing loudly’ prespective, for example, how to enable the model
to give warnings to the outer changes that would make the use of
graph hazard rather than helpful.

Finally, a limitation of the dataset used in this study is the relative
short time period, which may limit significant improvement on
this dataset. However, we believe the finding that graph-based
approaches tend to suffer more from distribution shifts is of interest
to the community.

5 CONCLUSION

In this paper, we present a new PM2.5 forecasting dataset, fea-
tured by distribution shift over time. Using this new benchmark,
we evaluate a group of both graph-based and non-graph-based
machine learning models under two data split settings, split-by-
time and random-split. The first setting presents the distribution
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shift challenge while the second setting is designed to eliminate
the distribution shift effect. Our experiment results suggest that
graph-based machine learning models suffer more from distribu-
tion shift. In the future, we plan to gain a better understanding
of the underlying mechanism that leads to this phenomenon. We
also plan to combine techniques from the distribution shift area
with the graph based models to give early warnings once the use
of graph is of negative disturbances.
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A DATASET
A.1 Overview

The dataset has 534 monitoring stations in or around a major city
in China. At each station, five features, namely PM2.5, temperature,
humidity, wind level and wind direction is recorded from sensor
readings automatically every hour. Wind direction is defined as
from which direction the wind is blowing, measured as counter-
clockwise to the North. Wind level is describing how intensive the
wind is, i.e. it is a generalized measure of wind speed. Humidity is
the amount of water vapor in the air. Temperature is the tempera-
ture in the air, measured in Celsius. The time span for the dataset
is from September 1st, 2018 to December 1st, 2018.

Besides the features, the dataset also provides "BLOCKID’ which
describes the monitoring stations’ unique identification number, as
long as the corresponding longitude and latitude.

A.2 Statistic

The detailed statistic for each feature is given in Table 3.

Table 3: Dataset Statistic

Range Mean | SD
PM2.5 (3.01, 859.12) | 58.21 43.66
Wind Direction (0, 359) 192.33 | 107.47
Wind Level (0, 6) 1.57 0.94
Humidity (8,100) 58.99 23.55
Temperature (-4, 36) 15.11 | 7.25

B HYPER-PARAMETER TUNING
The Hyper-parameters we tuned are listed below:

e MLP, GCN:
number of layers:[2,3,4];
hidden size for each layer:[16,32,64];
batch size:[64,128,256,512];
learning rate:[1e-3,1e-4,1e-5];
number of epochs: [500,1000,2000].
e STGCN, Temporal, ASTGCN:
hidden sizes:[16,32,64];
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batch size:[64,128,256,512]; learning rate:[1e-3,1e-4,1e-5];
number of epochs: [500,1000,2000].
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